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In addition to uracil, the noncanonical nucleobases xanthine and hypoxanthine are important lesions that are
formed from the canonical bases when a cell is under oxidative stress. It is known that they lead to point
mutations; however, more detailed information about their ability to form hydrogen-bonded complexes is not
available. In the present paper such information is obtained by a combined experimental and theoretical
approach. Accurate association constants of xanthosine and inosine dimers are determined by concentration
dependent1H NMR experiments, and a structural characterization of individual complexes formed in solution
is performed through measurements under slow exchange conditions at very low temperatures. An interpretation
of the experimental data concerning complex geometries becomes possible through a comparison of measured
and computed NMR chemical shifts. Further qualitative insights into the hydrogen bonding abilities of xanthine
and hypoxanthine are obtained by a theoretical characterization of all possible pairing modes of xanthine and
hypoxanthine dimers and by a comparison with simplified model systems. The influence of a polar medium
on the bonding properties is also estimated and the importance of the various effects is discussed. Our analysis
shows to what extent secondary electronic and electrostatic effects influence the hydrogen bonding properties
of xanthine and hypoxanthine in the gas phase and in polar solvents.

Introduction

Next to uracil, the noncanonical nucleobases xanthine1 and
hypoxanthine2 (Figure 1) are important lesions that are formed
from the canonical bases when a cell is under oxidative stress.1

Thus, both are found in epidermal skin or calf thymus after
exposure to cigarette smoke.2 They originate from the canonical
bases guanine3 and adenine by nitrogen loss, which occurs either
spontaneously by hydrolysis or at a much higher rate due to
reactions with free radicals such as OH and NO4,5 or nitrous
acid.6,7 The formation of xanthine and hypoxanthine leads to
point mutations,8 which indicates that both are able to form
Watson-Crick base pairs with the canonical pyrimidine bases
thymine and cytosine, respectively. While the existence of such
base pairs is proven, structural and/or stability information is
not available.8,9 Studies about tautomeric forms of xanthine and
hypoxanthine were already performed.10

The stability of the individual hydrogen bonds in the
complexes correlates with the acidity of the hydrogen bond
donors, i.e., the polarization of the hydrogen atoms and the
basicity of the hydrogen bond acceptors.11 However, since both
systems possess several acceptor and donor units, cooperative
effects such as interactions with neighboring H-bond donor and
acceptor functionalities also influence considerably the stability
of the hydrogen-bonded systems. Such effects are termed
secondary electrostatic interactions.12 A well-known example

given by Jorgensen and Pranata12 that indicates the importance
of such effects is the strong binding in the guanine-cytosine
Watson-Crick base-pair3 shown in Figure 2. It is more than
twice as strong compared to the base pair between uracil and
2,6-diaminopyridine4, even though both pairings have the same
number of hydrogen bonds. However, while the importance of
secondary effects is generally accepted, it has been questioned
whether they are sufficient to fully explain the stability of the
hydrogen-bonded complexes.13 Another secondary effect was
proposed by Gilli.14 It leads to a stabilization of hydrogen bonds
due to the polarization of theπ-electron system.

The importance of secondary electrostatic interactions for the
relative stabilities of the various pairing modes of hydrogen-
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Figure 1. Xanthine1 and hypoxanthine2. The enumeration indicated
for xanthine is also used for hypoxanthine.

Figure 2. Canonical Watson-Crick base pairs between guanine and
cytosine3 and uracil and 2,6-diaminopyridine4.
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bonded dimers of xanthine1 is due to the fact that all two-
dentate pairing modes are formed by the same functional groups.
Consequently, the differences in their stability can result only
from effects induced by functional groups not directly involved
in the base pairing. In addition to such effects, those discussed
by Gilli 14 are also expected to be important for the stability
differences of self-pairing complexes of xanthine and of
hypoxanthine. Therefore, a comparison of the various pairs can
broaden the knowledge about cooperative effects in hydrogen
bond networks. Taking solvent effects into account, it can be
estimated how a polar solvent can change the relative importance
of the different effects.

To characterize the hydrogen bonding properties of xanthine
and hypoxanthine in the present paper, the dimers of xanthosine
and inosine (the ribosylated derivatives of xanthine and hypox-
anthine) are characterized by NMR spectroscopy, while com-
putations are used to describe the properties of the unsubstituted
noncanonical bases. The stabilities of xanthosine and inosine
dimers are determined by concentration dependent1H NMR
experiments which allow the determination of accurate associa-
tion constants. Through measurements under slow exchange
conditions at very low temperatures a structural characterization
of individual complexes formed in solution is performed. An
interpretation of the experimental data is obtained through the
computation of the NMR chemical shifts of all possible pairing
modes of xanthine and hypoxanthine.

Further insight into the hydrogen bonding abilities of xanthine
and hypoxanthine is obtained by a theoretical characterization
of all possible pairing modes of xanthine and hypoxanthine
dimers. The influence of a polar medium on the bonding
properties is also estimated. These calculations enable a more
general picture of the abilities of xanthine and hypoxanthine to
form hydrogen-bonded complexes. Through a comparison with
simplified model systems it is investigated what kind of
secondary effects influence these abilities in the gas phase and
in polar solvents.

Methods

Experimental Methods.NMR experiments were performed
on a Bruker AMX500 spectrometer. Temperatures were adjusted
by a Eurotherm variable temperature unit to an accuracy of(1.0
°C. Temperature calibration was performed with a sample of
methanol in MeOH-d4 and the calibration curve extrapolated
for temperatures outside the range covered by the methanol
sample.1H chemical shifts in methylene chloride at 293 K were
referenced relative to CHDCl2 (δH ) 5.32 ppm) and in a Freon
mixture relative to CHClF2 (δH ) 7.13 ppm). Concentration
dependent chemical shifts were fitted with an appropriate
equation by employing the Marquardt-Levenberg algorithm.

Materials. The deuterated Freon mixture CDClF2/CDF3 was
prepared as described elsewhere15 and handled on a vacuum
line which was also used for the sample preparation. Protection
of the sugar OH groups was achieved by O-silylation16,17 of
the xanthine and hypoxanthine nucleosides. All reactions were
controlled by TLC on silica gel plates (Merck silica gel 60 F254).
When necessary, solvents were dried by standard procedures
prior to use.

2′,3′,5′-Tri-O-(tert-butyldimethylsilyl)-Xanthosine. To a solu-
tion of 0.57 g of xanthosine (2 mmol) and 4.36 g of imidazole
(64 mmol) in 5 mL of dry DMF was added 4.82 g oftert-
butyldimethylsilyl chloride (32 mmol). The gel-like solution was
stirred for 2 days at room temperature under an argon
atmosphere while the reaction was followed by TLC on silica
gel plates (CH2Cl2/CH3OH 10:0.5). After the addition of 60 mL

of 1 M aqueous sodium hydrogen carbonate, the aqueous phase
was extracted with 200 mL portions of dichloromethane. The
pooled organic phase was dried over sodium hydrogen carbon-
ate, filtered and concentrated by rotary evaporation. Remaining
DMF solvent was evaporated at 100°C at low pressure to give
a liquid product, which was subsequently dissolved in CH2Cl2
and purified by column chromatography (silica gel, CH2Cl2/
CH3OH 10:0.3). Final purification by HPLC provided 0.79 g
(1.26 mmol, 63%) of pure 2′,3′,5′-tri-O-(tert-butyldimethylsilyl)-
xanthosine.1H NMR (250 MHz, CD2Cl2): δ (ppm) -0.35 (s,
3H, CH3Si), -0.03 (s, 3H, CH3Si), 0.12 (s, 3H, CH3Si), 0.14
(s, 3H, CH3Si), 0.23 (s, 3H, CH3Si), 0.28 (s, 3H, CH3Si), 0.83
(s, 9H, (CH3)3C), 0.94 (s, 9H, (CH3)3C), 1.01 (s, 9H, (CH3)3C),
3.91 (dd, 1H, H5′), 4.06 (dd, 1H, H5′′), 4.13 (m, 1H, H4′), 4.16
(m, 1H, H3′), 4.19 (m, 1H, H2′), 5.67 (d, 1H, H1′), 7.44 (s,
1H, H8), 8.71 (s, 1H, N1-H), 9.65 (s, 1H, N3-H).

2′,3′,5′-Tri-O-(tert-butyldimethylsilyl)-Inosine. 2.68 g (10
mmol) of inosine and 4.09 g (60 mmol) of imidazole were
dissolved in 60 mL of dry DMF. After the addition of 5.32 g
(35.29 mmol) oftert-butyldimethylsilyl chloride, the mixture
was stirred for 2 days at room temperature under an argon
atmosphere while the reaction was followed by TLC on silica
gel plates (CH2Cl2/CH3OH 10:0.5). After adding 30 mL of a 1
M aqueous solution of sodium hydrogen carbonate, the aqueous
phase was extracted with 200 mL portions of dichloromethane.
The combined extracts were concentrated at reduced pressure
and purified by column chromatography (silica gel, CH2Cl2/
CH3OH 10:0.3). Even after repeated recrystallizations from
methanol-water, only a mixture of di- and trisilylated product
was obtained. However, final purification with reversed phase
HPLC (CH2Cl2:CH3OH 10:0.2) afforded 2.5 g (4.09 mmol,
41%) of pure 2′,3′,5′-tri-O-(tert-butyldimethylsilyl)-inosine.1H
NMR (250 MHz, CD2Cl2) δ (ppm): -0.17 (s, 3H, CH3Si),
-0.07 (s, 3H, CH3Si), 0.11 (s, 3H, CH3Si), 0.12 (s, 3H, CH3-
Si), 0.15 (s, 3H, CH3Si), 0.16 (s, 3H, CH3Si), 0.81 (s, 9H,
(CH3)3C), 0.94 (s, 9H, (CH3)3C), 0.97 (s, 9H, (CH3)3C), 3.98
(dd, 1H, H5′), 4.01 (dd, 1H, H5′′), 4.14 (m, 1H, H4′), 4.32 (t,
1H, H3′), 4.53 (t, 1H, H2′), 6.02 (d, 1H, H1′), 8.22 (s, 1H, H2),
8.24 (s, 1H, H8), 12.89 (s, 1H, N1-H).

Computational Details.All dimerization energies given were
computed with the MP2 approach in the RI-approximation and
the B3LYP-functional,18 both in combination with the TZVPP
basis set.19 The basis set superposition error (BSSE) was
corrected according to the Boys-Bernardi counterpoise proce-
dure.20 All calculations were performed with the TURBO-
MOLE21 or the GAUSSIAN program.22 The geometries for the
dimers and monomers of N9-xanthine were computed using the
B3LYP functional in combination with the 6-31++G(d,p) basis
set.23 These geometry optimizations were performed with the
Gaussian98 program package. All other structures were opti-
mized with the BLYP functional in the TZVP24 basis set which,
due to the RI25 approximation used, allowed a much faster
optimization of the hydrogen-bonded dimers than the B3LYP/
6-31++G(d,p) ansatz. Bond lengths obtained by the B3LYP/
6-31++G(d,p) and the BLYP/TZVP approaches differ by less
than 0.01 Å for regular and by less than 0.03 Å for hydrogen
bonds. Geometry optimizations employing the MP2 method also
gave very similar results (see Supporting Information). The
geometrical data given in Figure 10 are always taken from
BLYP/TZVP optimizations. All minima were checked by
frequency calculations. Test calculations in which geometries
were optimized within a polar solvent show no differences.
Consequently, the gas-phase geometries were employed for the
solvent computations.
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In most computations the influence of a solvent is dissected
in several parts.26 In the present paper the so-called electrostatic
contributions (often also abbreviated as electrostatic component
of solvation) were estimated using the COSMO27 approach as
implemented in TURBOMOLE27b with a dielectric constant of
ε ) 40 to simulate the Freon solvent. For some model systems
the value ofε ) 78 is used to give an upper limit for a dipolar
solvent. However, differences between the results obtained with
ε ) 40 and those withε ) 78 are very small (0.1-0.4 kcal/
mol). Nonelectrostatic effects of the solvent were estimated
employing the GAUSSIAN98 program. Since Freon is not
parametrized, the parametrization for acetonitrile was used.
Acetonitrile possesses the most similar surface tension and
dielectric constant to the Freon mixture used in the experiments.
To ensure that this approximation does not lead to significant
errors we also performed computations employing the param-
etrization of nitromethane and water. The computed values differ
by less than 1 kcal/mol. The corrections for the various
complexes differ by less than 0.1 kcal/mol, i.e., these effects
are less important for the understanding of differences between
the various complexes.

Thermodynamic corrections for the gas phase were obtained
using the standard implementation of the TURBOMOLE pro-
gram package. Gas phase corrections are often also employed
for estimating the correction for polar solvents. However, since
we found that the corrections correlated with the strength of
the hydrogen bonds, we recomputed the corrections employing
the COSMO approach. While this approach estimates the influ-
ence of a polar solvent connected with vibrational effects, e.g.,
on Svibr, the standard gas-phase values are employed forStrans.
For a better estimate we used an approach introduced by
Williams and co-workers.28 In this approach the change in en-
tropy when going from a gas to a 1 Msolution is broken down
into two hypothetical stages: the gas is first condensed into a
liquid, and this “pure” liquid is finally diluted to a concentration
of 1 M. More information can be taken from the literature.28

1H NMR-spectra were computed using the HF approach in
combination with the TZVP basis set using the gauge including
atomic orbital method.29 The HF is used since it was found to
give quite reliable1H NMR chemical shifts.30

Descriptions of the1H NMR Experiments. Figure 3 shows
the six possible two-dentate dimerization modes5-10of diketo

xanthine. The numbering of the atomic centers of xanthine can
be taken from pairing mode5. To determine the most stable
pairing mode and its equilibrium constant for xanthine self-
association we measured1H chemical shifts for the imino
protons of the O-protected nucleosides as a function of
concentration. The employment of the tri-O-tert-butyldimeth-
ylsilyl protected ribonucleosides strongly enhances nucleoside
solubility in apolar solvents and enables measurements with
concentrations of up to 100 mM. Isotherms for the inosine and
xanthosine nucleosides in CD2Cl2 at 296 K are shown in Figure
4. H1 and H3 xanthosine protons were unambiguously assigned
based on their nuclear Overhauser effect (NOE) connectivities
(vide infra). Most noticeably, the more deshielded xanthosine
H3 imino resonance exhibits no concentration-dependent chemi-
cal shift excluding its participation in an intermolecular hydrogen
bond. In contrast, the xanthine H1 imino signal experiences a
downfield shift with increasing nucleoside concentration; how-
ever, the shifts are clearly less pronounced compared to the
inosine H1 proton resonance. A nonlinear least-squares fit of

Figure 3. Possible hydrogen-bonded base pairs of N9-xanthine.

Figure 4. Concentration dependent H1 (circles) and H3 (squares) imino
proton chemical shift of 2′,3′,5′-tri-O-(tert-butyldimethylsilyl)-xan-
thosine and H1 (triangles) imino proton chemical shift of 2′,3′,5′-tri-
O-(tert-butyldimethylsilyl)-inosine in CD2Cl2 at 296 K. Lines represent
the least-squares fit.
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the H1 chemical shifts to a fast monomer-dimer equilibrium
yields association constants of 200( 10 M-1 for inosine and
2.5( 0.3 M-1 for xanthosine. In addition to its larger association
constant, the limiting chemical shift of the imino H1 proton in
inosine at infinite concentration as determined by the fitting
procedure amounts to 13.7 ppm and is thus at lower field
compared to the xanthosine H1 proton with a limiting chemical
shift of 12.3 ppm.

Data obtained from1H chemical shift measurements at
ambient temperatures only represent averages over all coexisting
species and do not allow a detailed evaluation of the type and
relative population of the self-associates present in solution. To
study the preferred association modes of xanthosine and inosine
in more detail, we performed NMR measurements at temper-
atures low enough for any coexisting dimers to be in slow
exchange. For this purpose, a deuterated Freon mixture CDClF2/
CDF3 was used as solvent allowing measurements in the liquid
state down to 100 K.31a-e

1H NMR spectra showing the imino proton resonances of
silylated xanthosine in Freon are plotted as a function of
temperature in Figure 5. A gradual downfield shift of the imino
proton signals with decreasing temperature can be attributed to
an increased formation of hydrogen-bonded dimers. However,
a much larger temperature dependence of the H1 chemical shift
results in a more deshielded H1 proton at low temperatures.
Below 133 K this resonance splits into two separate signals with
chemical shifts of 11.88 and 11.68 ppm. Clearly, such a situation
indicates different coexisting dimeric species being in slow
exchange. In contrast, only one resolved signal at 10.69 ppm is
observed for the H3 imino proton, even at very low tempera-
tures.

To establish the nucleoside conformation and the geometry
of formed dimers, a 2D NOE experiment of xanthosine was
acquired at 125 K (not shown). The H8 base proton exhibits a
strong connectivity to the anomeric H1′ proton but lacks
additional cross-peaks to other sugar protons. At the same time,
strong NOE cross-peaks connect the imino resonance at 10.69

ppm with H2′, H3′, and the 5′-TBDMS methyl protons. The
two downfield shifted imino signals at 11.68 and 11.88 ppm
are not connected to any other protons by observable NOE
contacts. Because the xanthosine nucleoside evidently adopts a
syn glycosidic torsion angle with the purine ring system located
above the sugar ring,32 the H3 proton is unambiguously assigned
to the imino signal at 10.69 ppm and the isolated H1 proton to
the two downfield shifted imino resonances. As shown in Figure
6 such a conformation allows the formation of an intramolecular
hydrogen bond between H3 and the O5′ oxygen of the sugar.
Clearly, this intramolecular hydrogen bond not only accounts
for the downfield shifted H3 resonance at room temperature,
but also for the small concentration and temperature dependence
of the H3 imino proton chemical shift.

With the 3-imino group of xanthosine engaged in an
intramolecular hydrogen bond, only the cyclic dimers5, 7, and
8 (see Figure 3) may be formed in solution. Unfortunately,
assignment to a particular geometry is hampered by the lack of
protons in close proximity to the hydrogen-bonded H1 imino
proton in the various self-associates preventing the observation
of diagnostic1H-1H NOE contacts at low temperatures. How-
ever, the presence of at least two resolved H1 protons of
approximately equal intensity is only compatible with the
formation of the asymmetric dimer8 and/or a mixture of the
symmetric dimers5 and7.

We also recorded13C NMR spectra of xanthosine in a
chloroform solution at ambient temperatures to follow the
chemical shift of the C2- and C6-carbonyl carbon as a function
of concentration (spectra not shown). Upon 4-fold dilution, both
carbonyl carbon resonances undergo a moderate upfield shift
as expected for the loss of hydrogen bond interactions at both
sites. However, because the two carbonyl groups are likely to
be differently affected upon participating in a hydrogen bond,
the relatively small shift differences observed for13C2 (0.34
ppm) and13C6 (0.23 ppm) prohibit a more quantitative analysis
in terms of the predominant acceptor site without knowledge
of the individual perturbation in their electron distribution.

The temperature dependence of the inosine imino proton
resonance in Freon is shown in Figure 7. Again, upon cooling
the imino proton signal experiences a downfield shift due to
increased self-association. Also the imino resonance broadens
at low temperatures as expected for a slower molecular
reorientation but there is no indication of signal splitting in the
temperature range studied. At 123 K the chemical shift of the
imino proton has reached its limiting value at 13.87 ppm and
does not change on further lowering the temperature. Disregard-
ing complete signal overlap, the observation of a single
resonance at low temperatures indicates the existence of only
one dimer type in solution. Also, using the proton chemical shift
as indicator for the relative strength of hydrogen bonds, the

Figure 5. Temperature dependent1H NMR spectra showing the NH
proton spectral region of 2′,3′,5′-tri-O-(tert-butyldimethylsilyl)-xan-
thosine in Freon. Filled and open circles denote H1 and H3 imino proton
signals, respectively.

Figure 6. Molecular model of xanthosine with a syn glycosidic torsion
angle. Arrows indicate strong NOE cross peaks observed experimen-
tally.
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observation of a more deshielded inosine imino proton compared
to xanthosine imino protons in the dimers indicates its participa-
tion in a stronger and shorter hydrogen bond.33

We also performed a 2D NOE experiment on inosine at 123
K. Since at intermediate temperatures a resolved H2 doublet is
observed due to the scalar coupling with the vicinal imino proton
(3J ) 3.7 Hz), H8 and H2 protons can be unambiguously
identified. Intramolecular NOE contacts between sugar protons
and H8 but not H2 clearly establish an anti orientation for this
nucleoside with a glycosidic torsion angle in the 180° range at
low temperatures. Except for a strong intrabase cross-peak with
H2, the H1 imino resonance exhibits no other internucleoside
cross-peaks as expected for a symmetric homodimer11 with
two cyclic hydrogen bonds between H1 and the O6 carbonyl
oxygen (Figure 8).

Computations

Based on the NMR experiments alone, an unequivocal
determination of the pairing geometry for the xanthine dimers
is not possible. However, the computed stabilities or NMR
chemical shifts of the various pairing modes may be used for
an assignment if the differences between the various pairing
modes in either stability or NMR chemical shifts are larger than
the error bars of the method of calculation. Consequently, the
stabilities of the pairing modes must differ by at least 1-2 kcal/
mol to unambiguously interpret the experimental data. However,
in addition to an assignment of the experiment, an analysis of
the energetics of the formation process also allows the charac-
terization of those pairing modes that are not accessible by the
experiment (e.g.,6, 9, and10). Such computations also enable
an insight into the interplay of the various effects such as
electronic and electrostatic secondary effects, the influence of
a polar solvent, or the influence of the entropy, which are all
expected to influence the stability of the dimers.

Table 1 summarizes the stabilities of pairing modes5-10 in
the gas phase. Although all cases represent two-dentate pairing
modes, the dimerization energies (∆E) for the gas phase range
from -10 to -22 kcal/mol (MP2). Those of the reverse
Watson-Crick pairs5 and7 and Watson-Crick pair8 (-10.9,
-10.6, and-10.5 kcal/mol, respectively) lie in the lower range
of the stabilization energies known for two-dentate base pairs,
the dimerization energy of the strongest bonded base pair6 is
twice as large (∆E ) -22.0 kcal/mol in the MP2/TZVPP
approach). Please note, that for predictions of the relative
stabilities both theoretical approaches already differ by 1-2 kcal/
mol.34

To investigate whether the variation in the dimerization
energies is connected with either the electronic nature of the
hydrogen bond donor unit or with different secondary electro-
static effects, pairing modes5 and6, in which either only the
N1-H or only the N3-H unit is involved as hydrogen bond
donor, were analyzed in greater detail. Possible secondary effects
in the pairing of5 can be studied with the simple model systems
12-14 illustrated in Figure 9. Figure 9 also shows uracil15
and a pairing mode of the N7 regioisomer16 allowing further
insight into the secondary interactions of6. In these systems

Figure 7. Temperature dependent1H NMR spectra showing the NH
proton spectral region of 2′,3′,5′-tri-O-(tert-butyldimethylsilyl)-inosine
in Freon.

Figure 8. Symmetric homodimer of hypoxanthine.

TABLE 1: Energetic Characterization of Xanthine Dimers
(gas phase) atT ) 128 K (all values in kcal mol-1, except
for ∆S, which is given in cal mol-1 K-1)

a∆E MP2/TZVPP
b∆E B3LYP/TZVPP

c∆E f ∆H d∆H e∆Ef ∆G d∆G

5 -10.9 -9.6 +0.8 -8.8 +6.1 -3.5
6 -22.0 -20.2 +1.4 -18.8 +7.2 -13.0
7 -10.6 -8.8 +0.7 -8.1 +6.0 -2.8
8 -10.5 -8.8 +1.2 -7.6 +6.8 -2.0
9 -14.8 -13.0 +1.2 -11.8 +6.7 -6.3
10 -17.1 -15.7 +0.9 -14.8 +6.3 -9.4

a Dimerization energies were obtained from MP2/TZVPP computa-
tions in the gas phase. Counterpoise corrections were applied.b Dimer-
ization energies were obtained from B3LYP/TZVPP computations in
the gas phase. Counterpoise corrections were applied.c Thermodynamic
corrections for enthalpy within the gas phase (B3LYP/TZVPP com-
putations). They were obtained with the SNF program of the TUR-
BOMOLE suite.d Based on B3LYP/TZVPP.e Thermodynamic cor-
rections for the free energy computed for the gas phase (B3LYP/TZVPP
computations). They were obtained with the SNF program of the
TURBOMOLE suite.

Figure 9. Hydrogen-bonded dimers ofN-methylacetamide12, cis
N-formylacetamide13, and transN-formylacetamide14, uracil15 and
N7-xanthine 16 forming hydrogen bonds with the N3-H donor
functionality.
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only the secondary effects vary while the electronic character
of the nitrogen centers are very similar to5.

The dimerization energies of12-16 are given in Table 2.
The simpleN-methylacetamide12 has a dimerization energy
of -14.4 kcal/mol. The cis-configuratedN-formylacetamide13
has a considerably lower dimerization energy of-9.2 kcal/mol
while its trans-isomer14 has a dimerization energy of-13.1
kcal/mol which is only 1.3 kcal/mol lower than the value
computed for12. The dimerization energies are grouped around
the value of the pairing mode5 of dixanthine.13and14mainly
differ by the relative position of the carbonyl groups that do
not participate in hydrogen bonding. For13, these groups are
only 3.94 Å apart from the carbonyl group of the second unit
which is involved in the hydrogen bond, so that an electrostatic
repulsion between the partially negatively charged moieties can
be expected. For14, due to thetrans-configuration, the repulsive
interaction is diminished. Since the electronic character of the
nitrogen centers of both compounds should be very similar, the
repulsive interaction seems to be the major reason for the
difference in the dimerization energies of13 and14.

The presence of very similar repulsive secondary electrostatic
effects in pairing mode5 of xanthine and in13 is also supported
by a comparison of the geometries for both systems (Figure
10). In both systems, the NH-O-angle deviates by 8-9° from
the idealized H-bond angle of 180°. Furthermore, the hydrogen
bond lengths (b in Figure 10) and the distance between the
participating H-bonded and the spectator oxygen atom (a in
Figure 10) of both systems agree within 0.1 Å. Please note that
5, in line with its lower dimerization energy (-10.9 vs-9.2
kcal/mol for13 on the MP2 level) possesses somewhat shorter
hydrogen bonds. It is obvious that this difference cannot be

explained by different secondary interactions, but, as it will be
explained for hypoxanthine, should result from interactions
related to the polarization of theπ-electron system.

Insight into the factors leading to the unusually high stability
of pairing mode6 of dixanthine can be obtained by a comparison
between6 (Figure 3) and the corresponding pairing modes of
uracil 15 and of the regioisomer N7-xanthine16 as shown in
Figure 9. The corresponding dimerization energies obtained in
the gas phase are also summarized in Table 2. The geometric
parameters of the H-bonds are shown in Figure 10. Going from
uracil 15 to the xanthine complexes6 or 16 one either places a
partially positively charged hydrogen atom of an NH-unit or a
partially negatively charged nitrogen center next to the N3-H
groups participating in the hydrogen bonds (for simplicity, the
same atom numbering as indicated in Figure 3 for xanthine is
used for uracil). In line with the arguments given for the series
12-14, the partially negatively charged nitrogen centers in16
should repel the oxygen centers of the carbonyl groups which
are involved in the hydrogen bond. Indeed, Table 2 shows a
decrease in the dimerization energy of about 3.1 kcal/mol (MP2/
TZVPP) if one goes from15 to 16. The effect is smaller than
the effect found between12 and13, which is reasonable since
the distance between the carbonyl oxygen and the nitrogen
center is 4.15 Å (bond a of16 in Figure 10), while the
corresponding distance in13 is 3.94 Å (bond a of13 in Figure
10). Going from15 to 6, a partially positively charged hydrogen
center of an NH unit is positioned beside the NH group which
forms the hydrogen bond. For6 the hydrogen center has a
distance of about 3.50 Å (bond a of6 in Figure 10) from the
carbonyl group which participates in the hydrogen bond. The
attraction between both centers stabilizes the hydrogen bond
and indeed the absolute value of the dimerization energy of6
is about 4.8 kcal/mol higher than that of its counterpart15.

The thermodynamic corrections leading from dimerization
energies to dimerization enthalpies (∆Ef∆H) or to dimerization
free energies (∆Ef∆G) of the various xanthine dimers are quite
large (0.7-1.4 kcal/mol and 6.0-7.2 kcal/mol, respectively).
Although the corrections are considerably more uniform than
the dimerization energies, a correlation between the size of the

TABLE 2: Gas Phase Dimerization Energies of the Amide
Dimers 12-16 (all values in kcal mol-1)

MP2/TZVPP B3LYP/TZVPP

12 N-methylacetamide -14.4 -13.1
13 cisN-formylacetamide -9.2 -7.9
14 transN-formylacetamide -13.1 -12.2
15 uracil -17.2 -16.0
16 N7-xanthine -14.1 -12.5

Figure 10. Hydrogen bond lengths, angles, and distances between carbonyl groups of5, 6, 13, 15, and16.
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dimerization energies and the thermodynamic corrections exists.
While for pairing mode6 the corrections leading to the
dimerization free energy∆G are 7.2 kcal/mol, the weaker
pairing modes5, 7, and8 possess corrections of about 6.0 kcal/
mol.

Gas phase computations predict that the stabilities of the
experimentally accessible pairing modes5, 7, and8 are very
similar. Pairing mode5 is computed to be the most stable (∆G
) -3.5 kcal/mol), but7 and8 are predicted to be only 0.7 and
1.5 kcal/mol (B3LYP/TZVPP) less stable, respectively. If the
MP2 approach is used, differences are even smaller. Due to
such small differences, gas phase calculations are not sufficient
for an unequivocal interpretation of the experiments in Freon
matrices, since solvent effects are known to be crucial for the
energetics of dimerization. Computations, which estimate the
influence of a solvent on the basis of continuum approaches,
are summarized in Table 3 (for the dimerization enthalpies) and
Table 4 (for the dimerization free energies).

Generally, the solvation energy is dissected into several
contributions. Important effects arise from the so-called elec-
trostatic contributions,26 which in the present work are estimated
by employing the COSMO approach withε ) 40 to model the
influence of a Freon matrix at 128 K. Their influences are
included in the dimerization energies (∆E) given in Table 3.
The absolute values of these dimerization energies are smaller
by a factor of 3 or 4 compared to the values obtained in the gas
phase (Table 1, column 2). The relative order of the various
pairing modes remains, but the differences of up to 12 kcal/
mol in the gas phase shrink to only 1.8 kcal/mol. A similar
trend is found for all model systems (Table 5). The strong
decrease of the differences within a polar solvent supports our
conclusion that long range electrostatic interactions are mainly
responsible for the differences in the dimerization energies of
the investigated systems. For a polar solvent, the computed
differences between the pairing modes5, 7, and 8 are only
around 0.5 kcal/mol.

The second contribution to the solvation energy includes the
energies necessary to form the cavity for the solute and the
dispersion-repulsion forces between solute and solvent mol-
ecules. They are often summarized as nonelectrostatic contribu-
tions (abbreviated as n.e. in Table 3).26 Since for Freon no
parameters exist, we used the most appropriate parametrization

available (acetonitrile). Altogether the nonelectronic interactions
lead to a stabilization of the dimers with respect to the monomers
(-1.5 kcal/mol). However, within the approach implemented
in the GAUSSIAN program package the values computed for
the different pairing modes of xanthine differ by less than 0.1
kcal/mol. Please note that computations for other solvents
(nitromethane, water) lead to slightly different absolute values
(between-1.0 and 2.0 kcal/mol), but also for these solvents
the corrections do not differ for the various pairing modes. The
small differences are expected since all pairing modes are quite
similar in size and shape.

Employing the thermodynamic corrections obtained for the
gas phase, we compute dimerization enthalpies between-3.3
and-5.1 kcal/mol (∆H(gas) in Table 3, column 5) and positive
dimerization free energies (∆G(gas) in Table 4, column 2), i.e.,
in this approximation the computations fail to describe the
pairing. Consequently, the influence of a polar medium on the
thermodynamic corrections was evaluated. Initially, the TUR-
BOMOLE program was used to estimate thermodynamic
corrections in a polar solvent employing the COSMO approach
(ε ) 40). While for the gas phase the sizes of the contributions
leading to∆G varied between 6.0 and 7.2 kcal/mol (∆H: 0.7-
1.4 kcal/mol), the values for a polar medium ranged from 6.1
to 6.4 kcal/mol, i.e., the effects became considerably more
uniform.

By employing a continuum ansatz to estimate thermodynamic
corrections, the influence of a polar solvent on the terms
associated with vibrations (zero point energy contributions,
∆Svibr etc.) is approximately taken into account; however, the
translational entropies do not change since the gas-phase
equations are used. For a rough estimate of the solvent effects
on the translational entropy we employed a thermodynamic

TABLE 3: Estimated Dimerization Enthalpies for Xanthine
Dimers in Freon (E ) 40) at T ) 128 K (all values in kcal
mol-1)

a∆E bn.e. ∆E+n.e.

c∆H
(gas)

d∆E f ∆H
(ε)40)

d∆H
(ε)40)

5 -3.4 -1.5 -4.9 -4.1 +0.8 -4.1
6 -4.8 -1.5 -6.3 -4.9 +0.8 -5.5
7 -2.9 -1.5 -4.4 -3.7 +0.9 -3.5
8 -3.0 -1.5 -4.5 -3.3 +0.8 -3.7
9 -3.9 -1.5 -5.4 -4.2 +0.9 -4.5

10 -4.5 -1.5 -6.0 -5.1 +0.7 -5.3

a Dimerization energies obtained in a polarizable medium withε)40
(COSMO) employing the B3LYP functional in combination with a
TZVPP basis set. Counterpoise corrections were applied.b Nonelec-
trostatic interactions (free energy of cavity, dispersion-repulsion interac-
tion between solute and solvent). Since Freon is not parametrized, the
parametrization of acetonitrile was used. The calculations were
performed with GAUSSIAN98.c The thermodynamic corrections for
enthalpies were taken from gas phase calculations. The respective values
of the thermodynamic corrections are given in Table 1 column 4.
d Thermodynamic corrections were taken from calculations in which
the influence of a polar medium is taken into account via the COSMO
model (ε ) 40). The computations were performed with the SNF
program of the TURBOMOLE suite.

TABLE 4: Estimated Dimerization Free Energies for
Xanthine Dimers in Freon (E ) 40) at T ) 128 K (all values
in kcal mol-1. except for ∆S, which is given in cal mol-1 K-1

a∆G
(gas)

b∆Srot

(ε)40)

b∆Svibr

(ε)40)

b,c∆S
(ε)40)

d∆Scor

(ε)40)

d∆E f ∆G
(ε)40)

d∆G
(ε)40)

5 +1.2 -22,12 15,11 -41.7 -24,14 +3.9 -1.0
6 +0.9 -22,14 14,12 -42.7 -25,15 +4.0 -2.3
7 +1.6 -22,21 15,38 -41.5 -23,96 +4.0 -0.4
8 +2.3 -22,12 15,31 -41.5 -23,93 +3.9 -0.6
9 +1.3 -22,15 14,78 -42.0 -24,50 +4.0 -1.5
10 +0.3 -22,10 11,67 -45.1 -27,56 +4.2 -1.8

a Based on the∆E values from Table 3 column 2 and the
corresponding nonelectrostatic contributions (Table 3, column 3). The
thermodynamic corrections for Gibbs free energies were taken from
gas-phase calculations (Table 1, column 6).b Thermodynamic correc-
tions taken from calculations in which the influence of a polar medium
is taken into account via the COSMO model (ε)40). The computations
were performed with the TURBOMOLE-Suite.c In addition to∆Srot

and∆Svibr, ∆S contains the contribution of∆Strans (-34,68 cal mol-1

K-1 for all pairing modes) obtained from the equations for the gas phase.
This is the standard approach in most programs.d In addition to∆Srot

and∆Svibr obtained from the COSMO computations,∆Scor contains the
contribution of∆Strans obtained from the approach by Williams and
co-workers.28 For the xanthine dimers a value of∆Strans) -17.13 cal
mol-1 K-1 is obtained for all pairing modes. For more information see
text.

TABLE 5: Comparison of the Dimerization Energies of the
Various Model Systems Obtained with the COSMO
Approach (E ) 78, water)a

5 6 11 12 13 15 16

B3LYP/TZVPP -3.3 -4.4 -3.6 -1.9 -2.8 -4.4 -4.4

a All computations were performed with the B3LYP/TZVPP ap-
proach. All values in kcal mol-1.
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cycle proposed by Williams and co-workers.28 In this approach
the change in entropy when going from gas to a 1 M solution
is broken down to a condensation to a pure liquid and to the
subsequent dilution to a 1 M concentration. Transferring this
approach to our problem the thermodynamic corrections leading
to ∆G reduce to 3.9-4.2 kcal/mol and the dimerization free
energies become negative (see Supporting Information). Please
note, that this approach is not able to distinguish between
different pairing modes.

Overall, our studies clearly show that the inclusion of the
electrostatic interactions is most important for an understanding
of the absolute and relative stabilities of the pairing modes. Other
effects are more subtle but need to be considered for an analysis
of absolute stabilities. Despite their small magnitudes they seem
to be important for the relative stabilities of the pairing modes
5, 7, and 8. Unlike 5 and 7, dimer 8 can be formed in two
different ways (unsymmetric pairing mode). Due to the influence
on the entropy this effect will favor pairing mode8 to some
extent. However, since stability differences of the three pairing
modes are only around 0.5 kcal/ mol at the present level, theory
seems to be unable to predict the order of their stabilities. Please
note that the uncertainties result not only from the description
of solvent effects or thermodynamic corrections but are already
associated with the underlying quantum chemical approaches
(Table 1).

The inclusion of solvent effects leads to a better understanding
of the magnitude of the various interactions; however, it still
does not allow an unequivocal interpretation of the experimental
data since differences between the experimentally accessible
pairing modes5, 7, and8 are smaller than the error bars of the
available theoretical methods. Therefore, NMR chemical shifts
were computed for a more reliable interpretation of the
experiments. Table 6 compares the computed1H NMR chemical
shift values for the pairing modes5, 7, and 8 with the
experimental ones. A list of all computed values are summarized
in the Supporting Information. The calculated spectrum for
pairing mode8 shows a very good agreement with the spectrum
measured at 123 K. Calculated and experimental1H chemical
shifts for the two H1 and the H8 hydrogen atoms differ by less
than 0.2 ppm. Only the measured chemical shift for H3 of 10.69
ppm significantly differs from the computed chemical shifts of
6.54 and 6.44 ppm. This difference, however, can be attributed
to the intramolecular hydrogen bond involving the ribosyl sugar
moiety (see Figure 6), which is not included in the computed
dimers. Overall, although the excellent agreement between
theory and experiment seems to be somewhat fortuitous, the
computations support the formation of pairing mode8 for the
xanthosine dimers.

In addition to the characterization of pairing geometries of
xanthine, the experiment shows a considerably larger association
constant for hypoxanthine dimers (200( 10 M-1) compared
to xanthine dimers (2.5( 0.3 M-1). From the variation in the
dimerization energies of the series13 (-9.2 kcal mol-1), 5
(-10.9 kcal mol-1), 14 (-13.1 kcal mol-1), and12 (-14.4 kcal
mol-1), the hypoxanthine dimer11 (Figure 8) is expected to
possess a dimerization energy similar to12 since it involves a
C-X bond of little to no polarity. However, the dimerization

energy of the noncanonical nucleobase hypoxanthine11 is
predicted to be-18.7 kcal/mol (MP2, Table 7), i.e., about 4
kcal/mol higher than expected.

This stabilization seems to be associated with the polarization
of the π-electron system due to the hydrogen bond. For
canonical base pairs, Guerra et al.35 have shown that such effects
result in a stabilization of-1 to -5 kcal/mol per hydrogen-
bonded base pair. Furthermore, it has been demonstrated by
Cyranski et al.36 that the formation of hydrogen-bonded base
pairs leads to an increase of the aromatic character of the
nucleobases, in particular of guanine.

Figure 11 shows the relevant resonance structures. Structures
2b and2c that correspond to an aromatic system are zwitterionic.
The zwitterionic structures of11 become somewhat more
important upon dimerization, since the negative charge at the
oxygen atom and the positive charge at the nitrogen atom can
be delocalized through the hydrogen bonds of the dimer. As a
consequence, the polarization of theπ-electron system should
play a more significant role for hypoxanthine dimer11 than
for the model systems12-14or the xanthine dimer5, for which
the aromaticity is further disturbed by the additional functional
groups. The aromatic contribution to the strength of hydrogen
bonding can roughly be estimated by computing the dimerization
energy for the model system17with a saturated C4dC5 double
bond (Figure 12). For such a system the resonance structures
2b and2c in Figure 11 no longer represent an aromatic situation.

Indeed, the gas-phase dimerization energy of17 is about 4.7
kcal/mol lower compared to the hypoxanthine dimer11 (MP2),
i.e., the aromaticity increases the hydrogen bond strength by
about 2.3 kcal/mol per bond (Table 7). This difference in the
dimerization energy is three times as large as the difference
between pairing mode5 of dixanthine and the model system
13, where the polarization of theπ-electron system cannot play
such an important role. Their dimerization energies differ by
1.7 kcal/mol, i.e., 0.8 kcal/mol for each bond. Such effects also
seem to be responsible for the differences in the dimerization
energies computed for the uracil dimer15 (-17.2 kcal/mol,
Table 2) and the diamide12 (-14.4 kcal/mol, Table 2). Similar
dimerization energies have been obtained in the literature for
the uracil dimer15.37

Secondary electrostatic effects which lead to large differences
within the gas phase were largely eliminated in a polar

TABLE 6: Computed and Measured 1H NMR Chemical
Shifts

H1 H8 H3

5 12.14 7.33 6.46
7 11.36 7.34 6.60
8 11.61/11.71 7.35/7.38 6.54/6.44
Exp. (Xanthosine) 11.68/11.88 7.47 10.69

TABLE 7: Dimerization Energies of Hypoxanthine and
4,5-Dihydrohypoxanthine

MP2/TZVPP
ε ) 1

B3LYP/TZVPP
ε ) 1

B3LYP/TZVPP
ε ) 40

B3LYP/TZVPP
ε ) 78

11 -18.7 -17.3 -5.1 -4.8
17 -14.0 -12.9 -3.3

Figure 11. Resonance structures of hypoxanthine.

Figure 12. Dimer of model compound17 which unlike hypoxanthine
dimer 11 contains a saturated CC bond.
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environment. Thus, the difference in the dimerization energy
of 6 and 16 of 7.9 kcal/mol in the gas phase completely
disappears for a very polar medium and the corresponding
difference between5 and6 of 10.6 kcal/mol (B3LYP/TZVPP,
Table 1) decreases to only 1.3 kcal/mol (∆G(ε ) 40), Table 4).
Stabilization effects arising from the polarization of the
π-electron system seem to be less influenced. Going from the
gas phase (ε ) 1) to water (ε ) 78), the difference between the
hypoxanthine dimer11and the model system17decreases from
4.4 kcal/mol to 1.5 kcal/mol (Table 7). As a consequence its
relative importance for hydrogen bonding is higher in a dielectric
environment than in the gas phase. The reduced influence also
explains, why11 is less stable than6 in the gas phase (-18.7
vs -22.0 kcal/mol) but becomes slightly more stable in a polar
medium (-5.1 vs-4.8 kcal/mol).

The discussion about stabilities of xanthine dimers in polar
solvents indicates that, in addition to electrostatic interactions,
the nonelectronic interactions and the thermodynamic corrections
are important for evaluating absolute stabilities. Employing the
same approach as discussed for the xanthine dimers to obtain
free dimerization energies in a polar solvent, we estimate a∆G
value of about-2.0 kcal/mol for the hypoxanthine dimer in a
Freon matrix.38 This value is about 1.4 kcal/mol more negative
than the corresponding value of the xanthine dimer8 which is
expected to be formed based on the computations of the NMR
chemical shifts. This trend nicely reflects the experimental data
with considerably higher association constants for the hypox-
anthine dimer (2.5( 0.3 M-1 and 200( 10 M-1, respectively).
According to our analysis, the difference between the stabilities
of both dimers (8 in comparison to11) mostly stems from the
better polarization of theπ-electron system within11 (≈1.5
kcal/mol). Less repulsive secondary effects also contribute, but
their importance is reduced within a polar medium (≈0.3 kcal/
mol). Within our approach the thermodynamic corrections
(∆Ef∆G) of both dimers estimated for a solvent is equal (3.9
kcal/mol).

Conclusions

In the present paper a combination of NMR experiments and
quantum chemical calculations is used to characterize the
abilities of xanthine and hypoxanthine in forming stable
hydrogen-bonded dimers. While the NMR experiments on
xanthosine and inosine are used to obtain accurate data about
the stabilities of the formed complexes, the quantum chemical
calculations of xanthine and hypoxanthine are employed to
further interpret the experimental data and to more generally
assess the relative stabilities of the various pairing modes and
the interplay of the various effects on the stabilities.

A comparison of measured and calculated1H NMR chemical
shifts show that xanthosine dimerizes in the pairing mode8
(Figure 3, Table 6). Since the energy differences between the
possible homodimers of xanthosine5, 7, and8 (Figure 3, Tables
1-2) are only around 0.5 kcal/mol at the present level, theory
is not able to correctly describe their energetic order. The
difference in the stability of formed xanthosine and inosine
dimers is nicely described by our ansatz since the difference is
larger than the expected error bars. Our computations also
reliably show that other possible pairing modes6, 9, and10 of
xanthine, which are not available in the xanthosine nucleoside,
are expected to give more stable complexes (Figure 3, Tables
1-2).

The theoretical investigations also allow an insight into the
interplay of the various effects that determine relative and
absolute stabilities of the complexes. Since computations were

performed for the gas phase as well as for a polar solvent,
changes in the respective contributions due to the solvent were
also accessible. In the gas phase the dimerization energies (∆E)
of the xanthine dimers range from those expected for normal
two-dentate pairing modes (≈10-11 kcal/mol) to values
indicating very strong hydrogen bonds (≈22 kcal/mol). Our
analyses show that mainly secondary electrostatic effects are
responsible for these large differences. The stability of the
hypoxanthine dimer can be attributed to a favorable polarization
of theπ electron system that stabilizes the hydrogen bonds by
about 5 kcal/mol (Table 7). Taking into account the influence
of a polar solvent, the secondary electrostatic effects are largely
abolished and the differences between the various pairing modes
of xanthine decrease from about 10 kcal/mol in the gas phase
to only about 1-2 kcal/mol in a polar medium. This change
largely arises from the electrostatic contributions to the solvation
energy. Also, the effect of polarizing theπ electron system,
which is important for the stability of the hypoxanthine dimer,
is significantly weakened if the influence of the polar medium
is taken into account (from about 5 kcal/mol in the gas phase
to about 1.5 kcal/mol in a polar medium). However, the decrease
is considerably smaller than the one found for the secondary
electrostatic effects. As a consequence, the hypoxanthine dimer
11, although less stable than pairing mode6 of the xanthine
dimer in the gas phase (B3LYP/TZVPP (ε ) 1): ∆E ) -17.3
vs-20.2 kcal/mol), becomes slightly more stable within a polar
medium (B3LYP/TZVPP (ε ) 40): ∆E ) -5.1 vs-4.8 kcal/
mol). All other effects, such as the so-called nonelectrostatic
contributions to the solvation energy or thermodynamic con-
tributions, are important for the absolute dimer stabilities but
less important to understand their corresponding differences.
Our analysis shows that the influence of the solvent on the
thermodynamic corrections has to be taken into account for a
correct description of the dimerization.
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